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ABSTRACT. Enhancing the probing depth of photoemission studies by using hard X-rays 

allows the investigation of buried interfaces of real-world device structures. However, it also 

requires the consideration of photoelectron-signal attenuation when evaluating surface effects. 

Here, we employ a computational model incorporating surface band bending and exponential 

photoelectron-signal attenuation to model depth-dependent spectral changes of Si 1s and Si 2s 

core level lines. The data were acquired from hydrogenated boron-doped microcrystalline thin-

film silicon, which is applied in silicon-based solar cells. The core level spectra, measured by 

hard X-ray photoelectron spectroscopy using different excitation energies, reveal the presence of 

a 0.29 nm thick surface oxide layer. In the silicon film a downward surface band bending of 

eVbb = -0.65 eV over approximately 6 nm obtained via inverse modeling explains the observed 

core level shifts and line broadening. Moreover, the computational model allows the extraction 

of the “real” Si 1s and Si 2s bulk core level binding energies as 1839.13 eV and 150.39 eV, and 

their natural Lorentzian line widths as 496 meV and 859 meV, respectively. These values 

significantly differ from those directly extracted from the measured spectra. Due to the fact that 

band bending usually occurs at material surfaces we highly recommend the detailed 

consideration of signal integration over depth for quantitative statements from depth-dependent 

measurements. 
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1. INTRODUCTION. 

Band bending at surfaces and interfaces plays a crucial role for semiconductor (SC) device 

technologies.
1
 Hence its characterization and understanding is of great importance. One of the 

most widely used methods to measure band bending is photoelectron spectroscopy (PES).
2–8

 

Hard X-ray PES (HAXPES) can achieve much larger information depths than common (soft 

X-ray and ultraviolet excited) PES methods and offers the unique possibility for depth-resolved 

PES-type characterization of band bending. 
9–11

 This is of particular interest for devices that rely 

on band bending such as field-effect transistors,
12–14

  random access memories,
15,16

 chemical 

sensors
17,18

 and photochemical devices.
1
 Band bending also occurs in heterojunction structures.  

In silicon heterojunction (SHJ) solar cells, the operation relies on very thin doped alloyed silicon 

material on either side of the thus embedded wafer. Silicon heterojunction solar cells have 

recently achieved new record efficiencies for crystalline silicon devices.
19,20

 The heterojunction 

usually consist of crystalline and hydrogenated, amorphous silicon (a-Si:H).
21

 Transparent 

conductive oxides (TCO) serve as front contact. Due to its abundance, low material cost, and 

non-toxicity compared to other TCOs, zinc oxide (ZnO) is a reasonable front contact candidate 

material,
22,23

 especially when doped with aluminum (ZnO:Al).
24,25

 ZnO:Al can be easily 

prepared on large scale by sputtering
26

 and has been successfully implemented in thin-film 

silicon photovoltaic technologies for several years.
27,28

 Studies on p-i-n a-Si:H solar cells have 

shown that a hydrogenated microcrystalline and boron-doped (p-type) silicon (µc-Si:H:B) thin 

interlayer at the ZnO:Al/Si interface improves the device performance.
28–30

 This finding also 

proved to be relevant for SHJ cells.
31

 In a previous publication, we reported an electronic level 

alignment at the µc-Si:H:B/ZnO:Al interface that is beneficial for tunnel junction formation, in 
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particular when compared to the hydrogenated amorphous silicon oxide alloy 

a-SiOx:H:B/ZnO:Al electronic interface.
32

 

 

Figure 1. Measured Si 1s (a) and Si 2s (b) core level (CL) lines (symbols, every second data 

point is shown) of µc-Si:H:B excited with different excitation energies hυ. A linear background 

is subtracted and vertical offsets are added for clarity. The solid lines depict the sum of the fitted 

Si
1+

 and Si
4+

 (see Figure 2) and the Si-Si model best fit for an ASA
35

-generated band bending 

(parameter values in Table 1, associated band bending in Figure 3). In addition, we present the 

2.1 keV Si 1s data with subtracted oxygen contribution (grey filled squares) and the 

corresponding modeled CL line (grey dotted line) for comparison. The measured CL shifts and 

the model-derived CL positions for bulk (BEBulk) and surface (BESurf, only for the Si 1s spectra) 

are indicated by vertical lines. 
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In that HAXPES study on a 38.5 nm thick µc-Si:H:B layer deposited on a ZnO:Al/glass 

substrate, the information depth was varied by measuring the Si 1s and Si 2s core levels (CL) at 

different excitation energies.
32,33

 The measurements revealed the existence of a Si-Ox 

contribution that decreases rapidly with increasing information depth, indicating surface 

oxidation. Moreover, we observed depth-dependent shifts of the Si-Si feature in the Si 1s and 

Si 2s CL spectra (see also Figure 1). The shifts are more pronounced for low kinetic energy 

(= excitation energy - binding energy) of the probed photoelectrons. As the HAXPES 

information depth (governed by the inelastic mean free path, IMFP, of the photoelectrons) 

increases with kinetic energy, such peak shifts are commonly explained by a pronounced surface 

band bending.
33,34

 

The latter usually occurs due to intrinsic or extrinsic surface states and can be influenced by the 

spectroscopic method itself, if certain contacting schemes are used.
36

 The related depletion 

region can reach several nm, especially for SCs with their low capacity for charge balancing. 

Unfortunately, the HAXPES measured total CL signal St is modified by the band bending itself, 

because it arises from an integration of depth-resolved CL signals Sz that are subject to 

photoelectron-signal attenuation. This affects energy position and shape of St: The observed 

energy shifts will be smaller than the actual band bending at the surface eVbb, the bulk CL 

binding energy BEBulk will be over- or underestimated depending on the direction of band 

bending (down- or upward, respectively), and the measured CL line with its Lorentzian full 

width at half maximum fwhmΓ Stwill be broadened by the overlap of the depth-resolved CL 

signals Sz with their natural Lorentzian line width (i.e., the CL lifetime broadening) fwhmΓ. We 

consider the convolution of attenuated, depth-dependent signals (CADDS) to accurately describe 

those related effects.  
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In this contribution, we use HAXPES data to investigate the oxidized surface layer and quantify 

the surface band bending by iteratively solving the inverse problem, i.e., fitting modeled 

HAXPES data to the experiments. The HAXPES model reproduces energy position and shape of 

CL lines according to a given band bending and IMFP while taking CADDS into account. The 

surface band bending was either calculated based on the depletion approximation (DA), which is 

often used for high quality crystalline semiconductors, or by ASA (Advanced Semiconductor 

Analysis)
35

 incorporating the specific nature of defects in µc-Si:H:B. For the iterative solving of 

the inverse problem we applied an advanced minimization routine. 

As a result, this allows us to extract the band bending profile, the Si 1s and Si 2s bulk CL binding 

energies and their natural Lorentzian line widths from the measured HAXPES data. 
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2. MATERIALS AND METHODS. 

2.1. Sample preparation. The preparation of the investigated hydrogenated boron-doped 

(p-type) microcrystalline thin-film silicon (µc-Si:H:B) is described in detail elsewhere.
32,33

 

Briefly, µc-Si:H:B was deposited by plasma-enhanced chemical vapor deposition on a Corning 

Eagle XG glass substrate covered with a 650 nm thick sputtered aluminum-doped zinc oxide 

(ZnO:Al) layer. The deposition time was 400 s, resulting in a 38.5 nm thick µc-Si:H:B layer.
33

 

The sample was transferred from the deposition tool in Jülich to the analysis tool in Berlin in an 

evacuated vacuum container. Nevertheless, during packing and sample mounting, the sample 

was briefly exposed to ambient air. 

2.2. Measurement details. Si 1s and Si 2s CL line HAXPES measurements of the 

µc-Si:H:B/ZnO:Al/glass sample were performed under grazing incidence excitation and at 

normal emission geometry using the HiKE endstation,
37

 installed at the KMC-1 beamline
38

 of the 

BESSY II synchrotron radiation facility, Berlin (Germany) with excitation energies hν  {2.1, 3, 

4, 6} keV. The corresponding IMFPs for Si 1s and Si 2s photoelectrons in silicon or silicon 

oxides, respectively, were calculated using the Quases-Tougaard code.
39,40

 For energy calibration 

Au 4f reference spectra of a clean Au foil were periodically measured, fitted and the Au 4f7/2 

positions set to a binding energy of 84.00 eV. The sample surface has been contacted and 

shortened to the substrate during the HAXPES measurement, to avoid the impact of X-ray 

irradiation on the band bending. 

2.3. Computational details. The algorithm used to fit the experimental data is based on a 

computational model that considers CADDS. It offers a numerical solution of the following 

equation: 
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𝑆t(𝐸) = ∫ 𝑒−
𝑧

IMFP ∙ 𝑆𝑧(𝐸 − 𝐵(𝑧))
𝐷

0
d𝑧       (1) 

where St defines the measured thus total peak signal as the integration of CL signals Sz from 

atoms at position z below the surface of the specimen with thickness D. Each Sz is modified by 

the band profile B(z) and multiplied with the depth-dependent exponential attenuation. Note that 

Equation 1 can also be written in the form of a convolution integral using the inverse function of 

the band profile. The depth-resolved CL lines Sz were represented by a Voigt profile for each 

Si 1s and Si 2s CL line, for which the Gaussian contribution was taken individually from the 

corresponding Au reference measurement for each excitation energy. To solve the inverse 

problem of fitting modeled CL lines to measured ones, a minimization routine based on a genetic 

algorithm was applied. More information is provided in the Supporting Information. 
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3. RESULTS AND DISCUSSION. 

 

Figure 2. (a) Component fit of the 2.1 keV Si 1s CL spectrum of Figure 1. The different 

components related to Si-Ox (Si
4+

 and Si
1+

) and Si-Si bonds (SiSurf
0  and SiBulk

0 ) as well as a linear 

background are shown. The fit residual (multiplied by a factor 3) is indicated at the bottom. 

Similar fits for all measured spectra allow the determination of the silicon oxide contribution. 

(b) By using an attenuation-based fit of the intensity ratio Ioxide/Itotal (symbol shape/color code see 

Figure 1) and the assumption of the presence of a very thin homogeneous oxide layer located at 

the surface of the probed sample an oxide layer thickness of d = (0.29 ± 0.14) nm was derived. 

3.1. Analysis of Surface Oxidation. The measured Si 1s and Si 2s CL spectra for different 

excitation energies are given in Figure 1a and b (symbols). Each spectrum consists of several 

signal components that are particularly prominent in the case of 2.1 keV Si 1s, representatively 

shown in Figure 2a. For the evaluation of the different contributions a regular curve-fitting 

procedure was used. We applied two Voigt profiles labeled as SiSurf
0  and SiBulk

0  for the main Si-Si 

feature to account for the band bending induced asymmetry, one Voigt profile for each of the 

two obvious high-binding Si-Ox signals, and a linear background. Note that SiSurf
0  and SiBulk

0  do 

not represent the real surface and bulk signal but their area ratio equals the intensity ratio of all 
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signals from depth z < IMFP (SiSurf
0 ) to all signals from depth z > IMFP (SiBulk

0 ). The peak shape 

of the Si-Ox signal that forms the Si-Si peak shoulder at (1840.5 ± 0.1) eV was taken from the 

quite well defined Si-Ox peak at (1843.14 ± 0.05) eV. From their energetic distance of about 

2.6 eV we confirm these peaks to be attributable to the Si
1+

 and Si
4+

 chemical environment of Si 

surface oxides.
41–44

 The larger error bar for the energetic position of the Si
1+

 peak is due to the 

larger fit uncertainty caused by the close proximity of the dominating Si-Si contribution (see also 

Figure S2 in Supporting Information). 

With increasing excitation energy the Si
1+

 and Si
4+

 contributions to the total signal decrease 

rapidly (see Figure 2b and spectra in Figure 1). No significant asymmetry of their spectral shape 

or shift of their energetic positions is visible (see Figure S1a in the Supporting Information). This 

supports the assumption that the oxide signal stems from the very surface of the sample and thus 

is hardly affected by CADDS. The possibly different bond angle and length distribution for the 

Si-Si and Si-Ox bonds in the silicon substrate and the surface oxide layer will affect the actual 

line shape and width, justifying the application of different Voigt profile widths describing the 

Si-Si and the Si-Ox contributions in the fit (see Figure 2a and S2 in the Supporting Information). 

We observe a shift of the Si-Ox (Si
4+

) relative to the Si-Si contribution of about (0.5 – 0.7) eV – 

depending on the selected excitation energy – when comparing the Si 1s and Si 2s spectra. A 

similar shift is also reported in literature for surface oxidation on crystalline silicon as well as 

SiC,
45,46

 and is explained by the different atomic charge state of the Si substrate and the Si-Ox 

surface layer.
47

 This shift can only be resolved for the Si
4+

 contribution, because the small Si
1+

 

signal that forms the distinct Si-Si shoulder in the Si 1s spectra, is even more superposed by the 

broader Si-Si peak in the Si 2s spectra (see Figure S1b in the Supporting Information). 

Nevertheless, we applied the energetic distance of 2.6 eV between Si
4+

 and Si
1+

 as derived from 
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the Si 1s spectra also to fit the Si 2s spectra. Here we assume a homogeneous distribution of both 

Si-Ox signals originating from the very thin surface oxide layer, so that their peak positions 

should be equally influenced by the charging effect.
47

 Due to the low signal intensity of the Si 2s 

Si-Ox (Si
1+

) signal relative to the total signal (<5%) its impact on the following model fit is 

negligible as indicated by various calculations made with different signal component fit 

assumptions (not shown). 

Figure 2b shows the oxide contribution intensity profile (i.e., the intensity ratio of the sum of Si
4+

 

and Si
1+

 sub-oxides Ioxide and the total intensity Itotal of the Si 1s and Si 2s spectrum) as function 

of IMFP calculated for Si 1s and Si 2s photoelectrons in Si-Ox, using the Quases-Tougaard 

code.
39,40

 An attenuation-based fit of the intensity profile with the oxide thickness d as the only 

fit parameter is given by
48

 

𝐼oxide

𝐼total
∝ 𝑒

𝑑

IMFPSi−Ox − 1         (2) 

(see also Figure 2b) and reveals the effective thickness of the surface oxide layer to be 

(0.29 ± 0.14) nm. Note that for this approach, it is assumed that the Si-Ox contributions 

exclusively come from a homogeneous surface layer that completely covers the (O-free) 

µc-Si:H:B layer. The good fit of the data by this model (see Figure 2b) legitimizes this 

assumption. 

The surface contamination of our samples is mainly attributed to the exposure to ambient air (at 

room temperature (RT)) during the transfer from deposition to the analysis tool. Thus, our 

findings fit well with studies on low exposure of molecular oxygen to Si surfaces,
49,50

 initial 

layer-by-layer oxidation models,
51,52

 and calculations of a barrierless oxidation of the uppermost 

Si layer.
52,53
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Further oxidation states, namely Si
2+

 and Si
3+

, could not be resolved in our measurements in 

agreement with other studies on oxidized µc-Si:H.
54

 This might be explained by the presence of 

carbon; in an oxidation study of SiC the absence of Si
2+

 and Si
3+ 

surface oxidation states have 

also been reported
46

 and indeed, surface carbon contamination was detected for our analyzed 

film with a C/Si surface ratio of (21 ± 5)%.
33

    

The determination of the “true” bulk CL binding energies of Si 1s and Si 2s by the computational 

model – as described in detail in Section 3.2. – provides the possibility to examine the chemical 

shift of the Si-Ox contributions, which is usually related to the energetic position of the CL Si-Si 

contribution as a function of IMFP. For the 2.1 keV Si 1s data with an IMFP of ~0.90 nm, 

relative shifts of (-0.96 ± 0.10) eV and (-3.56 ± 0.05) eV are measured for the Si-Ox Si
1+

 and Si
4+

 

contributions, respectively, as indicated in Figure 2a. These values agree well with Si 2p BE 

shifts reported in literature.
41–44

 However, the respective BE shifts for the Si 1s line should be 

larger
45

 due to the impact of net atomic charge.
47

 When considering the model-derived bulk CL 

positions BEBulk, shown in Figure 1 as vertical dash-dotted lines (calculation details in 

Section 3.2.), the measured relative shifts translates into shifts of -1.41 eV and -4.01 eV for the 

Si
1+

 and Si
4+

 contributions regarding BEBulk
Si 1s and -0.68 eV and -3.28 eV regarding BEBulk

Si 2s, 

respectively.
55

 It also determines the atomic charge induced,  relative shift between Si 1s and 

Si 2s to an absolute value of 0.73 eV (see Figure S1 in the Supporting Information).
 

More details on the curve-fitting procedure and the resulting fits for all CLs and excitation 

energies are available in the Supporting Information as well as a legitimization of our surface – 

bulk two-component fit of the Si-Si feature illustrated in Figure 2a. 
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3.2. Modeling of Core Level Lines. A description of the computational model can be found in 

Section 2.3. and more detailed information are provided in the Supporting Information. We here 

define the term ‘model fit’ for model-generated CL lines in order to avoid confusion with any 

curve-fitting procedure regularly used in PES for CL line fits (e.g., as employed for the 

determination of the Si-Ox contribution in Section 3.1.). For this model fit, a linear background 

was removed from all measured spectra before the detailed analysis. 

The band profile of the electronic band structure was generated by ASA (Advanced 

Semiconductor Analysis),
35

 which is dedicated to the modeling of thin-film silicon materials like 

hydrogenated amorphous or microcrystalline silicon. ASA simulates the space-charge effects 

associated with the presence of partially occupied quasi-continuum density of states (DOS) 

within the band gap (band-tail states and dangling bonds).
56,57

 As a result, ASA allows modeling 

the strong dependency of the space charge on the position of the Fermi level. Note that we do not 

attempt to describe the surface oxide and/or contaminated surface by ASA as it is difficult to 

obtain a meaningful parameterization. However, from the measured CL spectra the surface oxide 

contribution has been subtracted. For this reason we can effectively model the impact of surface-

induced defect states with the band bending at the surface eVbb. Although the focus will be on the 

ASA-generated band bending (unless otherwise stated), we also provide data on a first-order 

depletion approximation (DA). The DA model emulates the electrical properties of crystalline 

SCs without defect states in the band gap. Here, the surface charge that causes the band bending 

is compensated by ionized donors or acceptors in the space-charge region. Thus, a constant 

space-charge density is assumed in the depletion region of the width wdr with an abrupt 

truncation for z > wdr, leading to a DA-generated parabolic band bending near the surface. The 

depletion approximation works well for crystalline material with a tail-free band gap and a 
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constant doping concentration but is less suited for disordered semiconductor thin films. 

Nevertheless, we apply this more familiar approach to allow an appropriate comparison with a 

simple parabolic extrapolation of measured data. 

Figure 1 shows the respective model fits (lines) in comparison to the measured data (symbols). 

After subtracting the high binding energy peaks attributed to Si-Ox bonds as discussed in 

Section 3.1., the inverse algorithm was applied simultaneously to all measured Si-Si core level 

contributions and excitation energies (represented in different colors). Note that only the upper 

95% signal intensity of the measured data was considered for the model fit to avoid background 

effects. Once we obtained the model best fit, the surface Si-Ox components were added to the 

corresponding model-generated Si-Si CL lines which result in the solid lines in Figure 1. This 

allows a direct comparison to the measured spectra (open symbols). For clarity, we 

representatively inserted the pure modeled CL line (grey dotted line) and the corresponding 

measured CL line without the Si-Ox components (grey filled squares), for the 2.1 keV Si 1s 

spectrum in Figure 1a. In general, we obtain a good agreement in the fitted regime between 

measured and modeled CL lines with respect to CL shifts, broadening, and asymmetry. The bulk 

CL binding energies for Si 1s (BEBulk
Si 1s) and Si 2s (BEBulk

Si 2s) and the binding energy at the surface 

for the surface sensitive Si 1s CL (BESurf
Si 1s) as derived by the model fit are indicated by vertical 

dash-dotted lines. 

Table 1 lists the parameter values of the ASA model best fit shown in Figure 1. The third column 

gives the parameter ranges that will produce a fit within 10% of the error associated with the 

model best fit (see Figure S3 in the Supporting Information). The bottom part of Table 1 lists the 

parameter values of the DA model best fit. The averaged root-mean-square deviation 
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(avg. RMSD) of the model best fit to measured data is also given, indicating a 10% larger 

averaged RMSD for the DA compared to the ASA model. More information on the averaged 

RMSD, model parameters, and their ranges can be found in the Supporting Information. 

Table 1. Model best fit parameters 

ASA-modeled band bending (avg. RMSD: 0.0492) 

eVbb [eV] -0.65 [-0.73, -0.57] 

ndb [10
20

 cm
-
³] 0.68 [0.07, 1.79] 

BEBulk
Si 1s

 [eV] 1839.13 [1838.89, 1839.21] 

BEBulk
Si 2s

 [eV] 150.39 [150.17, 150.43] 

fwhmΓ
Si 1s

 [meV] 496 [425, 567] 

fwhmΓ
Si 2s

 [meV] 859 [791, 927] 

DA-modeled band bending (avg. RMSD: 0.0541) 

eVbb [eV] -0.53 [-0.64, -0.45] 

wdr [nm] 5.9 [3.6, 15.2] 

BEBulk
Si 1s

 [eV] 1839.19 [1838.98, 1839.25] 

BEBulk
Si 2s

 [eV] 150.43 [150.26, 150.46] 

fwhmΓ
Si 1s

 [meV] 519 [442, 596] 

fwhmΓ
Si 2s

 [meV] 865 [784, 946] 

Best fit results of ASA-generated, 

modeled Si-Si CL lines to measured 

data (see Figure 1), followed by best fit 

results for the depletion approximation 

(DA) model and their averaged root-

mean-square deviation (avg. RMSD, 

see Supporting Information); from left 

to right column: parameter names (band 

bending eVbb, dangling bond defect 

density ndb (ASA) and depletion region 

width wdr (DA), bulk CL binding 

energy BEBulk, natural Lorentzian line 

width fwhmΓ), model best fit parameter 

values, and +10% error ranges. The 

associated depth-resolved band 

profiles/CL positions are given in 

Figure 3. 



 16 

Figure 3a presents the measured CL peak maximum positions vs. IMFP (magenta filled symbols) 

and the depth-resolved band profile (magenta solid line) corresponding to the ASA model best fit 

parameters of Table 1 that results in the modeled CL lines in Figure 1. Furthermore, the 

measured CL peak maximum positions and the band profile according to the DA model are also 

shown (blue open-crossed symbols, blue dashed line). 

 

Figure 3. (a) Measured Si 1s and Si 2s CL maxima vs. corresponding IMFPs (symbols) and the 

associated depth-resolved band profile/CL position vs. depth z (lines) for the model best fit 

concerning ASA (magenta solid line, filled symbols) and the depletion approximation DA (blue 

dashed line, open-crossed symbols). The symbols represent Si 1s [Si 2s] with increasing 

excitation energies hν  {2.1, 3, 4, [6]} keV: square [diamond], circle [pentagon], 

upward-pointing [downward-pointing] triangle, [asterisk]; the left and right axes illustrate 

binding energy (valence band maximum, vbm) relative to EF and CL position relative to the Si 1s 

or Si 2s bulk CL (BEBulk), respectively. The difference in model-calculated BEBulk between DA 

and ASA (see Table 1) explains the vertical offset of the same measured data. (b) Related space-

charge density ρ(z) for the ASA (magenta solid line) and the DA (blue dashed line) model. 
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The left energy scale refers to the position of the valence band maximum (vbm) of µc-Si:H:B 

relative to the Fermi level EF. The position of the valence band maximum in the bulk (𝐸Bulk
vbm) of 

0.25 eV was determined from the leading edge of the valence band recorded by HAXPES with 

an excitation energy of 3 keV.
32

 For this estimation, we qualitatively took the influence of 

CADDS on the valence band spectrum into account. Calculations based on an independent dark 

conductivity measurement of similar p-doped µc-Si:H samples, deposited in the same process 

chamber, lead to values between 0.2 and 0.3 eV for 𝐸Bulk
vbm.

58,59
 

The right-hand energy scale is offset by the model-calculated bulk CL binding energy of Si 1s 

and Si 2s, respectively (see also vertical dash-dotted lines in Figure 1). In this respect, the 

magenta solid line (ASA) or blue dashed line (DA) depicts the depth-resolved position of the CL 

lines Sz with respect to their bulk binding energy BEBulk.
60,61

 The measured CL peak maximum 

positions for different excitation energies (symbols; shape code see Figure 1) are displayed vs. 

their corresponding IMFP in Si.
39,40

 The Si 1s and Si 2s CL maxima are aligned on the energy 

scale according to model best fit results for the respective BEBulk (see Table 1). Therefore their 

energetic difference to BEBulk (black dash-dotted line) equals the distance between the measured 

CL peak maximum positions and the vertical dash-dotted line in Figure 1a and b. The deviation 

of BEBulk between ASA and DA (see Table 1) results in the different alignment of the same 

measured CL peak maximum positions of Si 1s and Si 2s relative to BEBulk (ASA: magenta 

filled symbols, DA: blue open-crossed symbols) in Figure 3a.  

Note that so far we have assumed flat-band conditions at the µc-Si:H:B/TCO interface. However, 

this assumption is probably not valid. For this reason we tested various interface band bending 

situations and found that for realistic scenarios and all used IMFPs the impact on the modeled 
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CADDS-related effects are negligible (not shown). Thus the surface band bending is not affected 

by the possibly existing band bending at the µc-Si:H:B/TCO interface. However, this might 

again be different for thinner silicon layers. 

3.2.1. Surface Band Bending eVbb. The ASA model-predicted band profile in Figure 3a (magenta 

solid line) shows a pronounced downward surface band bending of eVbb = (-0.65 ± 0.08) eV over 

approximately 20 nm. Note that 90% of that band bending occurs within the topmost 6 nm. 

According to the ASA model this is caused by a high space-charge density ρ(z) near the surface 

as illustrated in Figure 3b (magenta solid line). This charge compensates a positive surface-

charge density of 3.47∙10
-6

 C cm
-
², which roughly corresponds to 0.02 electrons per surface 

atom.
62

  The surface valence band maximum 𝐸Surf
vbm is determined to be 0.90 eV below EF, since 

in the charge-neutral region (i.e., the sample bulk), 𝐸Bulk
vbm was estimated to be 0.25 eV below 

EF.
32

 Assuming a band gap at the surface close to that reported for the µc-Si:H:B bulk of 

1.25 eV
63,64

 this results in EF being closer to the conduction band minimum than to the valence 

band maximum, indicating a conduction type inversion at the surface. 

For the DA model the generated surface band bending results in eVbb = [-0.53 (- 0.11/+ 0.08)] eV 

with a depletion region width of wdr = 5.9 nm (Figure 3a, blue dashed line). The resulting space-

charge density was obtained by solving the Poisson equation,
61

 which leads (assuming the 

relative permittivity of Si, εr (Si), to be approximately 11.8)
61

 to a constant space-charge density 

of ρ(z ≤ wdr) = -3.18 C cm
-
³ and ρ(z > wdr) = 0 (Figure 3b, blue dashed line) and a related surface-

charge density of 1.88∙10
-6

 C cm
-
² (~0.01 electrons per surface atom).

62
 Note that the space-

charge density of µc-Si:H:B consists of both ionized acceptors as well as trapped electrons in 

dangling-bond and band-tail states.
56,57
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To demonstrate the effect of neglecting CADDS we also determined the surface band bending by 

solely considering the experimental data, i.e. we interpret the energy of a CL maximum as a 

direct measure of the CL position at a depth equal to the IMFP. This results in a value of 

eVbb = (-0.39 ± 0.10) eV for the surface band bending obtained by the sum of the measured CL 

shifts for Si 1s and Si 2s. A more accurate value of eVbb = (-0.45 ± 0.03) eV with a depletion 

region of about 9.9 nm is obtained using a parabolic extrapolation of the measured data to the 

surface (see also Supporting Information). Comparable values for eVbb are reported in literature 

for PES studies on Si material with similar surface oxidation,
3
 and boron doping concentration.

6,8
 

However, it is already mentioned in these reports that band bending may not be visible to its full 

extent due to the possible impact of CADDS on the measured CL shift. Indeed, even in 

comparison to the DA model which considers CADDS, the band bending derived solely by 

analyzing the measured CL shifts is underestimated. Additionally, the respective band profile 

steepness is quite different, which is mainly caused by the narrower depletion region of the DA 

model. Similarly to the DA model, the parabolic extrapolation does not describe the disorder of 

microcrystalline silicon, whose complex defect distribution cannot be integrated in a simple data 

fitting procedure. Some recent HAXPES studies of band bending already took photoelectron-

signal attenuation combined with a case-dependent band profile into account.
9–11

 For our 

µc-Si:H:B, the ASA-generated band profile is more accurate and with eVbb = (-0.65 ± 0.08) eV 

significantly larger than the parabolic DA band profile with eVbb =  [-0.53 (- 0.11/+ 0.08)] eV. 

However, it is verified by surface-sensitive investigations on similar doped p-type Si with C- and 

O-impurities at the surface by Demuth et al., who reported a temperature-dependent valence 

band spectral shift of (-0.65 ± 0.02) eV that they attributed to surface band bending.
65

 Note that 

this study is hardly affected by CADDS because it is based on He I (21.2 eV) and He II 
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(40.8 eV) excited (i.e., very surface sensitive) PES measurements of the valence band edge. 

Although the mentioned values from literature are related to crystalline silicon, our results show 

that the defect states at the surface apparently lead to a similar surface Fermi level position for 

µc-Si:H:B.  

3.2.2. Bulk Core Level Binding Energy 𝐵𝐸𝐵𝑢𝑙𝑘. The binding energies of the CL lines in the bulk 

provided in Table 1 and indicated as vertical dash-dotted lines in Figure 1 lie at lower binding 

energies compared to the experimental CL line maxima. The peak shifts are more pronounced 

for lower photon energies, and for the more surface-sensitive Si 1s measurements. Figure 3a 

allows a good comparison between the energetic positions of BEBulk (black dash-dotted line) and 

modeled (solid line) and measured (filled symbols) CL positions for different depths or IMFPs. 

The deviation between the actual energetic position of electrons released at depth z and the 

measured peak positions with an IMFP of same value is especially prominent in the central range 

of the band bending (~ 3 - 8 nm). This discrepancy directly quantifies the impact of CADDS on 

the CL shift for a given depth or IMFP, respectively. The consequence is the inaccessibility of 

BEBulk directly from measured data in the presence of a pronounced surface band bending, 

though HAXPES measurements offer quite large IMFP. The model best fit reveals BEBulk
Si 1s to be 

[1839.13 (- 0.24/+ 0.08)] eV and BEBulk
Si 2s to be [150.39 (- 0.22/+ 0.04)] eV. The DA calculated 

bulk CL binding energies differ only slightly from those obtained from ASA (see Table 1). This 

insensitivity to the model assumptions demonstrates the reliability of this approach. 

An interesting aspect of the model-calculated BEBulk values is the resulting offset between Si 1s 

and Si 2s CL maximum positions for equal IMFPs. The CL maxima with similar IMFP (~ 4 nm) 

in Figure 3a illustrate this point. It is explained by the different natural Lorentzian line width 
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(lifetime broadening) of the Si 1s and Si 2s CL line, which affects the impact of CADDS on the 

CL line shape and maximum position.  

3.2.3. Natural Lorentzian Line Width 𝑓𝑤ℎ𝑚𝛤. CADDS causes a broadening of the measured CL 

lines due to the energy shift within the region producing the integrated signal.
66

 The line 

broadening and the degree of its asymmetry depend on the ratio of band bending to the natural 

CL line width and the ratio of depletion width to information depth. Thus, commonly the 

Lorentzian line width extracted from fits of the measured signals (fwhmΓ St
∗e

) is overestimated.  

In Table 2, the CL peak shape analysis is summarized. Each Gaussian contribution (fwhmσ
∗e

) to 

the Voigt function was extracted from the Voigt fits of the Au 4f7/2 calibration measurements for 

each excitation energy, and was held constant in the computational model. The value of the 

natural Lorentzian line width fwhmΓ was determined by the model-procedure. Thus we find 

fwhmΓ to be (496 ± 71) meV and (859 ± 68) meV for the Si 1s and Si 2s CL, respectively (see 

also Table 1). They show, as already noticed for the bulk CL binding energies, a weak 

dependency on the chosen model (ASA or DA). 

Any broadening attributable to disorder in the material will tend to increase fwhmΓ, because the 

Gaussian contribution was attributed to the measurement setup. Nonetheless, our values are in 

agreement with predictions for the lifetime broadening.
67,68 
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Table 2. CL peak shape analysis 

CL Si 1s Si 2s 

hν [keV] 2.1 3 4 2.1 3 4 6 

IMFP [nm] 0.90 2.68 4.42 4.07 5.55 7.12 10.13 

fwhm𝜎 [meV]*e 364 511 312 364 458 312 367 

fwhmΓ [meV] 496 496 496 859 859 859 859 

fwhmΓ St [meV] *m 582 648 675 978 964 963 945 

fwhmΓ St [meV] *e 576 642 608 939 904 968 984 

CL peak shape analysis of the model best fit for ASA: Listed are the type 

of core level CL, the excitation energy h and resulting IMFP,
39,40

 the 

measured Gaussian fwhm𝜎 , and the modeled natural Lorentzian line width 

fwhmΓ. The extracted Lorentzian fwhmΓ St is increased by CADDS and 

given for both modeled (
*m

) and measured (
*e

) CL lines. 

The modeled total fwhmΓ St
∗m

 (the Lorentzian line width of the modeled HAXPES line) first 

increases with increasing IMFP due to the very steep band bending profile close to the surface. 

For larger IMFP, the fraction of surface-related signal Sz and thus the peak width decrease. This 

trend is not observed in the experimental CL fwhmΓ St
∗e

. There are several possible 

explanations, and we speculate that in particular the strongly disordered surface plays a crucial 

role. First, although the ASA model incorporates band-tail states and dangling bonds, it is still an 

approximation of µc-Si:H:B, and thus may not include all occupied defect states, especially not 

those that are close to the surface of the investigated material. Therefore, the real band profile 

could still differ from our ASA-generated one, affecting how the depth-dependent CL lines are 

modified. Next, our calculated natural Lorentzian line widths for Si 1s and Si 2s are averaged 

over all depths z. However, we expect the real Lorentzian line widths of depth-resolved CL lines 

to slightly vary with depth, due to changes in the chemical environment according to the grain 

growth and thickness-dependent stress formation.
69

 Finally, other physical or chemical 

mechanisms might be involved that are not accounted for in our model. This includes, for 
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instance, effects caused by the oxide layer at the surface. It is known that the Si-Ox bonds, which 

are responsible for the chemical shift of the Si
1+

 and Si
4+

 signal, also slightly affect second 

following Si atoms in their vicinity,
42,70

 which may result in the observable additional broadening 

of the surface-sensitive 2.1 keV and 3 keV Si 1s signals in Table 2. 
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4. CONCLUSIONS.  

Employing a computational algorithm that considers surface band bending and photoelectron-

signal attenuation, we modeled depth-dependent Si 1s and Si 2s CL lines measured for 

µc-Si:H:B films on a ZnO:Al coated glass substrate. The experimental observations were 

explained by a very thin surface oxide layer of (0.29 ± 0.14) nm and a significant downward 

band bending of (-0.65 ± 0.08) eV. The band bending extends from the surface over 20 nm into 

the silicon bulk with approximately 90% of the band bending occurring in the topmost 6 nm. By 

model fitting the data, we could extract the bulk CL binding energies of 

[1839.13 (- 0.24/+ 0.08)] eV and [150.39 (- 0.22/+ 0.04)] eV as well as their natural Lorentzian 

line widths of (496 ± 71) meV and (859 ± 68) meV for Si 1s and Si 2s, respectively. This also 

allows to estimate an offset for the Si-Ox (Si
1+

 and Si
4+

) contributions to the bulk CLs Si-Si 

contribution revealing absolute shifts for Si
1+

 and Si
4+

 of (-1.41 ± 0.10) eV and (-4.01 ± 0.05) eV 

for Si 1s, respectively, with an additional offset of (0.73 ± 0.10) eV to the bulk Si 2s Si-Si 

contribution. The consideration of the convolution of depth-dependent attenuated photoelectron-

signals is important to extract those values from measurements with an appropriate accuracy. It 

requires the combination of both the experimental depth-dependent study and the analysis by a 

model that considers the specific properties of the investigated material. This applies in particular 

for the increasingly popular buried interface studies by HAXPES, for which band bending 

usually occurs at the surface and towards the buried interface of the investigated layer system. 
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Table of Contents Graphic and Synopsis 

 

In this article surface oxides and the impact of surface band bending and photoelectron-signal 

attenuation in silicon thin films on core levels probed with hard X-ray photoelectron 

spectroscopy (HAXPES) is analyzed. A computational algorithm demonstrates a significant 

effect on core level shift, line shape, and the band profile estimation. This is especially relevant 

for these types of studies on surfaces and buried interfaces in semiconductor devices due to the 

large information depth of HAXPES. 
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Figure S1. Component fits of all measured Si 1s (top) and Si 2s (bottom) spectra of µc-Si:H:B. 

A linear background is subtracted. The Si-Si feature at lower binding energies (right-hand side) 

was fitted using two Voigt profiles related to a surface signal weighted component (SiSurf
0 ) and a 

bulk signal weighted component (SiBulk
0 ). The BEBulk and BESurf (only Si 1s) obtained from the 

computational model are added for comparison. The Si-Ox contribution at higher binding 

energies (left-hand side, magnified by a factor 5 for Si 1s or 10 for Si 2s) is fitted by one Voigt 

profile for each Si
4+

 and Si
1+

. Together with the modeled BEBulk values the determination of the 

absolute Si-Ox shift related to Si-Si or between Si 1s and Si 2s becomes possible. 

Si-Ox Peak Fit. The oxygen components of the Si 1s and Si 2s CLs were fitted using the 

procedure described below. It tries to compensate for the rapid drop of the Si-Ox signal intensity 

with increasing excitation energy as well as for the partial superposition of the Si
1+

 contribution 

with the dominant Si-Si peak, shown in Figure S1. The left-hand side is adapted to better resolve 
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the Si-Ox components by increasing the intensity (y-axis) by a factor 5 (Si 1s) or 10 (Si 2s) and 

by compressing the x-axis in comparison to the right-hand side. The latter is used for the 

description of the Si-Si peak fit procedure in the next subsection. Note that both left- and right-

hand side partly overlap at the cutting line in the x-direction. For the Si-Ox peak fit procedure 

first a Voigt profile was applied for each Si-Ox signal using the Gaussian width of corresponding 

Au 4f reference measurements. The Lorentzian width was determined by fitting the 2.1 keV Si
4+

 

contribution (strongest intensity) of the Si 1s and Si 2s spectrum, respectively. This Lorentzian 

widths were then kept fixed and used for the Si
4+

 contribution of all other spectra measured with 

different excitation energies as well as for all Si
1+

 peaks, resulting in an equal shape of Si
4+

 and 

Si
1+

 for each excitation energy for a given CL. This is based on the assumption of the same 

chemical environment for Si
1+

 and Si
4+

 as described in the main article. The 2.1 keV Si 1s 

spectrum was also used to extract the Si
4+

/Si
1+

 intensity ratio and their relative binding energy 

shift of 2.6 eV. This intensity ratio and energy shift were then held constant to fit the Si
1+

 

component in the experimental data for all other excitation energies including the Si 2s spectra, 

whereas the Si
4+

 peak position and intensity remained free fitting parameters. 

Si-Si Peak Fit. PES measurements consist of signals from all depths z with decreasing intensity 

according to the photoelectron-signal attenuation. For CL lines these measured signals are 

usually described using a Voigt profile with the Lorentzian as the lifetime broadening and the 

Gaussian as the system response function. This CL line description may be a suitable 

approximation for very thin layers (see section ‘Si-Ox peak fit’ above), highly surface-sensitive 

measurements, or in case of flat-band conditions (i.e., no surface band bending). In the presence 

of a pronounced surface band bending, however, the depth-resolved attenuated signals are shifted 

towards each other and affect the measured signal of layers thicker than a monolayer. This is the 
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case for the measured Si-Si feature of our Si 1s and Si 2s CL spectra. The measured total signal 

becomes asymmetric and can be approximated by a fit with a large number of Voigt profiles 

each of which contributes with four parameters to the fitting procedure. Using a large number of 

profiles may result in a good fit, but the parameters are poorly constrained without further 

assumptions. Thus we limited the fit to two Voigt profiles for the main Si-Si peak to account for 

its asymmetry, as shown in Figure 2a of the main article. Even with only two Voigt profiles, 

further constraints are required. The shift of the peak that account for the asymmetry cannot 

exceed the band bending at the surface eVbb. We here defined a fit for which the area ratio of the 

two Si-Si Voigt profiles equals the intensity ratio of all signals from depth z < IMFP (SiSurf
0 ) to 

all signals from depth z > IMFP (SiBulk
0 ). SiSurf

0  is broadened and slightly shifted to higher 

binding energies compared to SiBulk
0  due to the stronger impact of CADDS (convolution of 

attenuated depth-dependent signals) on signals from z < IMFP. Both contributions shift with 

increasing IMFP to lower binding energies due to an increase of bulk signal for SiSurf
0  and a 

decrease of surface signal for SiBulk
0  while their relative energetic positions slightly converge (see 

Figure S1, right-hand side). Note that SiSurf
0  and SiBulk

0  do not represent the real surface or bulk 

CL position because those positions are not accessible from a simple fit to measured data, 

independent from the chosen excitation energy or IMFP. This is clearly visible by comparing 

their energetic positions with the “real” CL positions BESurf and BEBulk obtained from the 

model, which are indicated by vertical dash-dotted lines in Figure S1a, right-hand side. 
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Figure S2. Alternative fit for the Si-Si components (Simain
0  and Siasym

0 ) in comparison to 

Figure 2a (main article) and its influence on the Si
1+

 oxygen contribution (inset). Here, the Si-Si 

feature is fitted by a dominant Voigt profile Simain
0  with a smaller, but more strongly shifted 

Voigt profile Siasym
0  to account for asymmetry. The residual (at the bottom, multiplied by a 

factor 3) indicates an inferior fit of the Si-Si feature compared to the one used in Figure 2a. In the 

inset, the magenta horizontally hatched area represents the related Si
1+

 signal, while the cyan 

diagonally hatched area shows the corresponding Si
1+

 signal of the fit depicted in Figure 2a. 

Their relative shift and their integrated intensity (in % of the combined integrated intensity of 

Si-Ox and Si-Si) are indicated. In general, the used Si-Si fit procedure has only a minor influence 

on the results of the model best fit. 

An alternative Si-Si two-component Voigt fit is shown in Figure S2 for comparison, for which 

the main contribution of the signal is fitted by one Voigt profile (Simain
0 ) and only a small 

contribution remains for the peak that account for the asymmetry (Siasym
0 ). In this case, the shift 

of around 0.6 eV between both Si-Si Voigt profiles nearly reaches the extent of the band bending 

at the surface. The fit residuals (multiplied by a factor 3) are indicated below Figures 2a and S2 

for comparison. While for the high binding energy region dominated by the Si-Ox contribution 
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both fit residuals are equal, the fit of the Si-Si contribution at the right-hand side in Figure S2 

deviates stronger from the measured data compared to the one shown in Figure 2a. Depending on 

the type of Si-Si fit also the intensity and position of the Si
1+

 peak are slightly affected (see inset 

in Figure S2). However, the results of the applied model fit are largely independent of the choice 

of fit for the main Si-Si peak. Even directly model fitting the measured data without subtraction 

of the oxygen contribution or linear background led to model best fit values within the +10% 

error ranges of the model best fit presented in this publication. In that case the natural Lorentzian 

widths and the band bending at the surface became slightly larger while the bulk CL positions 

remained nearly unchanged (not shown). This is understandable, as the computational model that 

only accounts for CADDS and not for the Si-Ox contribution tries to compensate the presumed 

Si-Si high-binding energy shoulder formed by the Si
1+

 signal, while the Si
4+

 signal has no impact 

due to its larger energetic distance. 

Direct Surface Band Bending Estimation. The DA and ASA model best fit allow the 

determination of the offset between the Si 1s and Si 2s CL maxima. However, without modelling 

a band profile it is difficult to find an appropriate alignment of the Si 1s and Si 2s CLs to make 

use of the full information depth range. As solution we used the similar IMFP of the 4 keV Si 1s 

(~4.42 nm, upright triangle) and the 2.1 keV Si 2s (~4.07 nm, diamond) data (see Figure 3a) to 

align the positions of our Si 1s and Si 2s measurements to each other. Together with the surface 

and bulk sensitivity of the 2.1 keV Si 1s (square) and 6 keV Si 2s (star) measurements we 

estimated the surface band bending in the direct case as sum of the measured CL shifts for Si 1s 

of (-0.26 ± 0.05) eV and Si 2s of (-0.13 ± 0.05) eV. The parabolic extrapolation considers the 

fact, that the most surface-sensitive Si 1s peak (IMFP ~ 0.90 nm) still does not represent the CL 

binding energy at the very surface. The value of eVbb = (-0.45 ± 0.03) eV with a depletion region 
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of about 9.9 nm was obtained by aligning the measured data according to the description above 

and parabolic extrapolation of the measured data to the surface. 

Inverse Modeling. The determination of a band profile for a given sample requires the algorithm 

to fit measured CL lines. The treatment of this inverse problem results in a large number of 

possible solutions that can only be restricted through careful selection of the model parameters 

and their ranges. 

Band profile parameters – In our case, the main restriction of possible solutions is given by the 

knowledge of the typical band profile that causes the shift. This leads to a major simplification 

compared to models dealing with, e.g., chemical distributions that are generally unknown.
1
 In 

ASA
2
 the most important parameters to model the band profile are given by the band bending at 

the silicon surface eVbb and the density of dangling bonds ndb, respectively. Furthermore, ASA 

requires the band gap EGap and the bulk position of the Fermi level EF for more precise 

calculations. The latter value has been determined to 0.25 eV above the bulk valence band 

maximum.
3
 EGap was assumed to be 1.25 eV.

4,5
 The direction of the measured CL binding energy 

shift indicates a downward surface band bending. Due to the high density of states in the 

conduction band it is to be expected that the Fermi level lies between the conduction band 

minimum and EF of the bulk.
6
 Thus we specify a range of eVbb: [-1, 0] eV under the assumption 

that the band gap at the surface is identical to the bulk. The density of dangling bonds ndb is not 

exactly known and therefore was varied in a wide range: [10
17

, 10
21

] cm
-3

. For DA modeled band 

profiles, the band bending at the silicon surface eVbb and its range remain as a parameter, but ndb 

must be replaced by the depletion region width wdr. Its limits can easily be identified as the 

thickness of the investigated layer, in our case µc-Si:H:B: [0, 38.5] nm. 
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Bulk CL binding energy – The next parameters to consider are the bulk CL binding energies 

BEBulk
Si 1s and BEBulk

Si 2s. They cannot generally be taken directly from measurements, because the 

measured peaks are affected by CADDS. The modeled BEBulk is set to 0 eV, resulting in an 

offset between the modeled peak positions and the measured ones. We thus estimate BEBulk
Si 1s and 

BEBulk
Si 2s by shifting the modeled CL peaks to obtain the best fit between model and experiment. 

Note that we always shift all 1s CL lines with one value for BEBulk
Si 1s, and work likewise for the 2s 

CL lines. Reported binding energies for Si 1s and Si 2s vary in literature and were used as 

reasonable BEBulk parameter ranges with BEBulk
Si 1s: [1838.0, 1839.4] eV, BEBulk

Si 2s: [150, 151] eV.
7
 

Natural Lorentzian line width – The shape of the modeled Voigt profile can be modified by 

varying the Gaussian fwhm𝜎  and the natural Lorentzian fwhmΓ. There are two Voigt profiles to 

consider, the Si 1s and Si 2s profile, doubling the number of additional parameters to four. 

Fortunately, we are able to identify the machine-related Gaussian width from Au 4f reference 

measurements for each excitation energy. It is determined for the measurement system and 

independent of the specimen. The lifetime broadening fwhmΓ  of the Au 4f7/2 lines was in 

accordance with literature and considered in the determination of the Gaussian fwhm𝜎 .
8,9

 The 

resulting fwhm𝜎  are listed in Table 2. The range of the natural fwhmΓ of Si was then estimated 

by using the Lorentzian width of the measured signal fwhmΓ St
∗e

 as the upper bound, because 

fwhmΓ S𝑧 of the initial signal Sz (which we consider to be the natural fwhmΓ) must be smaller. 

The lower bound of the initial Lorentzian width was selected in a way ensuring that the 

Lorentzian width of the modeled integrated signal fwhmΓ St
∗m

 was smaller than its respective 

value for the measured signals fwhmΓ St
∗e

, which results in the following range for 

fwhmΓ
Si 1s: [200, 1000] meV and fwhmΓ

Si 2s: [200, 1200] meV.
10
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These considerations finally lead to a 6-dimensional bounded parameter space. Table S1 

summarizes the model parameters and their respective ranges. 

Table S1. Model parameters and ranges 

Parameters range limitation 

eVbb [eV] [-1, 0] see text, literature6 

ndb [10
20

 cm
-
³] (only ASA) [0.001, 10] literature4 

wdr [nm] (only DA) [0, 38.5] sample thickness
11

 

BEBulk
Si 1s

 [eV] [1838.0, 1839.4] literature7 

BEBulk
Si 2s

 [eV] [150, 151] literature7 

fwhmΓ
Si 1s

 [meV] [200, 1000]] width of St
*e

 for Si 1s
10

 

fwhmΓ
Si 2s

 [meV] [200, 1200] width of St
*e

 for Si 2s
10

 

Parameters and ranges chosen for the minimization routine to 

model fit experimental Si 1s and Si 2s CL lines for µc-Si:H:B 

 

Minimization Routine for the Inverse Problem. The 6-dimensional parameter space required 

an efficient global optimizer to find the best fit of the modeled Si 1s and Si 2s CL lines to the 

measured peaks with reasonable calculation time. The experimental data were prepared by 

deducting a linear background and the observed Si-Ox contributions (see main article). In order 

to ensure a good signal-to-noise ratio, only data points of the measured Si-Si peaks in an interval 

down to 5% of the peak maximum were used to determine the root-mean-square deviation 

(RMSD) for each peak. The total error of the model fit is then calculated as the averaged RMSD 

of all peaks. A step size of 0.1 eV and a range of about 2 eV (Si 1s) and 3 eV (Si 2s) were 

therefore considered for each peak. The main contribution to RMSD is given by the range of the 

high peak intensities. Thus the influence of specific assumptions, like the subtraction of a 

background or oxygen contribution is suppressed. We tested different assumptions and the 
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resulting values were still within the +10% error ranges of the assumptions used in the main 

article listed in Table 1. 

In a first step, a genetic algorithm was used.
12,13

 It generates a random population of solution 

vectors within the limited regime of the parameter space and calculates the averaged RMSD for 

each given vector. The next population is generated in the vicinity of its predecessor with 

smallest averaged RMSD. A fraction of this population, called mutation rate, is chosen to be 

distributed randomly to avoid being trapped in a local minimum. For our problem we found good 

results for a population size of 200, 100 iterations and a mutation rate of 25%. We used four 

different random number sets of starting vectors for the genetic algorithm, which finally result in 

four different solution vectors located in a very small area around the presumed absolute 

minimum. In a second step these slightly different solution vectors of the genetic algorithm were 

used as the starting points for Matlab´s local minimizer “fminsearch”,
14

 which uses the Nelder-

Mead downhill simplex algorithm.
15

 All four starting points resulted in the same final solution 

vector with minimal averaged RMSD that was finally used for the model best fit. fminsearch was 

also used to estimate the error value for each model parameter, as described next.  

Parameter Error Estimation. To estimate the error value for each model parameter, we ran the 

minimization routine as described above but forced the parameter under consideration to remain 

at a specific value. By varying this value stepwise within the limiting range of the parameter and 

applying this procedure to all model parameters, we obtained an approximation to the surface of 

local minima, i.e., the minimum width of the optimum along the direction of one parameter axis 

in parameter space. Figure S3 shows the results for the different parameters (ASA: magenta solid 

lines, DA: blue dashed lines). The points indicate each chosen fixed parameter value for which 

the minimization routine was applied, and the absolute minimum for each parameter is indicated 
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by a thick vertical solid line. The width of the optimum is a measure for the uncertainty in the 

determined parameter values. We determine the width as the interval around the optimum which 

starts and ends at an error 10% higher than the optimum, the +10% range (region between thin 

vertical solid lines). 

 

Figure S3. Averaged RMSD as a function of model parameters for ASA (magenta) and the 

depletion approximation (DA, blue). The points indicate fixed parameter positions for which the 

minimization routine was applied, the connecting lines are guides to the eye. The vertical thick 

solid (ASA) or dashed (DA) lines indicate the absolute minimum of the respective parameter. Its 

+10% range lies between vertical thin solid (ASA) or dashed (DA) lines. 
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